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Abstract. In the present work we prove that minimizers of the Wasserstein-
H 1 problem, introduced recently in [5], are trees in two cases: when the tar-
get measure is a sum of finitely many Dirac masses or when it has a bounded
density.
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1. Introduction

Consider the following problem: given a probability measure %0 ∈ P(Rd ),
how can it best be approximated with a 1-dimensional set, that is how can
we approximate it with a measure uniformly distributed over such lower di-
mensional sets? This question has been recently addressed with a variational
approach in [5] with the following variational problem:

(PΛ) inf
Σ connected

W p
p

(
%0,

1

H 1(Σ)
H 1 Σ

)
+ΛH 1(Σ),
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where Wp corresponds to the Wasserstein distance, defined via the value of an
optimal transport problem [1, 15, 17], that metrizes the weak convergence of
probability measures and H 1 denotes the 1-dimensional Hausdorff measure [2,
9]. Notice that the penalization of the total length is necessary otherwise the
Wasserstein distance could be made arbitrarily small by choosing a suitable
space-filling curve, whereas without the connectedness constraint the same
could be achieved by approximating %0 with a sequence of atomic measures,
while have zero length.

In [5] existence of an optimal network Σ has been proven, provided that the
regularization parameter Λ is small enough and that %0 does not give mass to
1-dimensional sets. Afterwards the qualitative properties of this problem have
been studied, still in [5] minimizers are shown to be Ahlfors regular; while
in [8] a phase-field approximation result for (PΛ) has been derived with an
Ambrosio-Tortorelli type functional. The goal of this work is to show that
optimal networks are trees, i.e. none of its subsets is homeomorphic to S1.

Differently from other similar problems, such the Steiner [3,13], or the av-
erage distance minimizers problem [4, 12], existence of an optimal network
to (PΛ) does not follows directly from the Direct Method of the Calculus of
Variations. The difficulty stems from the lack of compatibility between the
convergence of sets (Hausdorff convergence) and the narrow convergence of
measures, see Section 2 for more details on such notions of convergence. In-
deed, cluster points for sequences of the form H 1 Σn are not necessarily of
the form H 1 Σ due to concentration of mass effects.

For this reason, its lower semi-continuous relaxation is introduced, for which
existence of minimizers can be easily shown with the direct method. It can be
written as

(PΛ) inf
ν∈Pp (Rd )

W p
p (%0,ν)+ΛL(ν)

where the length functional L is defined for a probability measure ν ∈ P(Rd )
as

(1.1) L(ν)
def.= min

{
α≥ 0 :

αν≥H 1 suppν
if suppν is connected.

}
,

which is the l.s.c. relaxation of the functional defined by
1

H 1(Σ)
H 1 Σ 7→

H 1(Σ), if Σ is connected, and +∞ otherwise. For more details and proper-
ties on the length functional, the reader is referred to [5] where it was first
introduced, or to Section 2.3 for a brief discussion.

With this new formulation of the problem, the proof of existence consists off
showing that any minimizer of (PΛ) is uniformly distributed over this support,
being therefore a solution to (PΛ). Heuristically this can be easily done; sup-
pose that ν is a minimizer of (PΛ), if it has an excess, that is regions where
its density is not constant, it can be proved that this excess measure is formed
through projections onto Σ. Therefore, in principle one could construct a better
competitor with a constant density by replacing any excess of the uniform den-
sity with segments in the opposite direction of the projections, as represented
in Figure 1.
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Figure 1. Heuristic proof of existence of an optimal shape for
problem (PΛ). If a solution has an excess part, represented in
the figure by a measure having a density along Σ and a Dirac
mass, it must be formed through projections onto Σ. But then it
is better to send the excess mass that is being projected to small
segments in the direction of the projection.

However, since we lack much information on the measure that is projected
to form the excess, it is unclear a priori how to select to which directions
should point the segments that decrease the energy. For this reason, in [5]
a localization/blow-up argument is developed, that yields a localized problem
which inherits the projection property. In the blow-up limit, the optimal net-
work Σ is replaced by its approximate tangent space Ty0Σ (see Section 2.3) at
a carefully chosen point y0. This simplifies the construction of a better com-
petitor since now all projection directions are orthogonal to Ty0Σ.

In principle, the localization/blow-up argument can be carried out for any
structure that is formed via projections onto the optimal network. As a result,
if we can prove that loops are formed through projections, one could also ex-
pect that optimal networks should not have them, with a similar heuristic from
the question of existence. Indeed, we show that if a loop exists, it must be
formed via projections, hence one can localize around a carefully chosen point
and “open” the loop, while adding a structure that reduces the cost of pro-
jecting onto Σ, see Figure 2. Once again, conducting this argument directly
is not simple since we cannot control the direction of projection onto the loop,
therefore we implement a variation of the the localization/blow-up argument
that is described in more detail in the sequel.

1.1. Contributions and the localization/blow-up argument. As previously
stated, in this work we show that the support of minimizers of (PΛ) are trees
in two cases
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Brn (y0)

Figure 2. Argument for absence of loops for (PΛ). As in the
proof of existence, we begin by showing that loops are formed
through projections and later use this information to construct
a better competitor.

Case 1: if %0 is a convex combination of Dirac masses, i.e.

%0 =µN =
N∑

i=1
aiδxi , for

N∑
i=1

ai = 1.

Case 2: %0 is absolutely continuous w.r.t. the Lebesgue measure with compact
support and bounded density, i.e. %0 ∈ L∞(Rd ).

Under these hypotheses, we can apply the localization/blow-up argument, also
used in [5] for the existence of optimal networks to (PΛ). More generally, it
could be used to rule out the appearance of any structure that is formed through
projections. Hopefully this strategy of proof can prove to be useful in other
contexts, so in the sequel we go through each step.

(1) Identify a structure that is formed through projections: In the first
step one proves that the structure one wishes to exclude is formed via
projections of the initial measure %0 using the optimal transport prob-
lem in the energy from (PΛ). Such structures can be loops or the excess
measure, mentioned above for the proof of existence.

(2) Chose a point y0 with good properties to localize: The next step is to
select a point y0 from this structure (inside the loop, or on the support
of the excess measure) for which we can make variations, for instance
such that the approximate tangent space Ty0Σ exists, and that is a non-
cut point for the absence of loops, allowing to remove a neighborhood
of it without breaking the connectedness.

(3) Define localized problems and show they Γ-converge: In the sequel,
we must be able to craft variations that are localized around Σ∩Brn (y0)
which remain admissible. These variations define a family of function-
als (Fn)n∈N, which is minimized by a localization of the solution to the
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original problem. In the sequel, we compute the limit functional F of
the sequence Fn in the sense of Γ-convergence.

In the proof of existence, it is necessary that the variations respect
the density penalization introduced by the length functional (1.1). In
the case of the absence of loops, we must be careful with the con-
nectedness constraint, hence the ball Brn (y0) should be chosen so that
Σ\ Brn (y0) remains connected.

(4) Show that the projection property passes to the limit: In this step, we
use the fundamental property of Γ convergence, so that the sequence of
localizations that minimize the functionals Fn converge to a minimizer
of the limit F . In addition, we also verify that the projection property
proved in step (1) is also passed to the limit, so that this minimizer of
F is also formed via projections, but this time onto the approximate
tangent space Ty0Σ.

(5) Construct a better competitor for F : Finally, we exploit the projec-
tion property of the limit to construct a strictly better competitor for
the minimization of F . This contradicts the entire construction, and in
particular contradicts the existence of the structure from step (1).

This argument is reminiscent of an approach from Santambrogio and Tilli
in [16] used to fully characterize the blow-ups of any point from optimal net-
works for the average distance functional, see [7]. In their work, a crucial
ingredient was the full topological characterization of such optimal networks
done in R2 since the introduction of the problem by Butazzo and Stepanov
in [4], where it was proven that optimizers are trees with finitely many branch-
ing points, each one being triple junctions of 120 degrees.

This result has recently been generalized to Rd in [11]. Their approach
consists of defining a vector field, the barycenter field, which measures from
which direction the mass is on average being projected onto the network. This
allows them to develop a local improvement theory of the average distance
problem. Adapting these techniques to the Wasserstein-H 1 problem might be
an interesting direction of investigation, which can hopefully shed some light
onto other topological properties of minimizers for our problem.

1.2. Structure of this manuscript. In Section 2 we make a brief review of the
basic facts of optimal transport and geometric measure theory, which shall be
useful for our analysis. A particular emphasis is given to Section 2.4, where
we study a slight refinement of a classical lemma used to prove absence of loops
in problems such as the Steiner or the average distance problems.

This refinement might not be surprising to seasoned experts on the field,
but is particularly relevant to the implementation of the localization/blow-up
argument, which is done in Section 3 and culminates at Theorem 3.5 where
we obtain the desired absence of loops. Some proofs therein are postponed to
Appendix A, since they are only minor variations of the proofs from [5].

Acknowledgments. The author thanks Antonin Chambolle, Vincent Duval
and Forest Kobayashi for many discussions which lead to an improved ver-
sion of the present paper. This work has been supported by the Lagrange
Mathematics and Computing Research Center.
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2. Preliminaries

In this section we recall the notions of convergence of sets and measures
required in this article as well as the tools from geometric measure theory that
will be employed. Most of the results presented here are well known and are
recalled for the sake of readability, as well as to establish notation. Therefore,
more experienced readers may want to skip this, expect maybe for Lemma 2.5
from subsection 2.4, which is a small refinement of a result frequently used
in the literature to prove absence of loops in 1-dimensional shape optimization
problems, see for instance [4, Lemma 6.1]. The usual result says that around
every non-cut point one can remove a connected set with diameter as small as
we want and still keep the connectedness of the network. This improvement
says that such sets can be taken to be the intersection of the network and balls
of arbitrarily small radius around the non-cut point, which is very convenient
to perform the localization/blow-up argument in the sequel.

2.1. Convergence of sets and measures. To formulate variational problems
on the space of continua, it is essential to equip this space with a topology
that preserves connectedness and finite length. For this, Hausdorff and Kura-
towski convergences are introduced, as detailed in [14]. These convergences
are shown to maintain the desired properties when restricted to connected sets
with bounded length.

Definition 2.1. Let (An)n∈N be a sequence of closed sets of Rd . If A ⊂ Rd is
closed, we say that

• An converges in the Hausdorff sense to A if dH (An , A) −−−−→
n→∞ 0, where

dH is called the Hausdorff distance and is defined as

(2.1) dH (A,B)
def.= max

{
sup
a∈A

dist(a,B),sup
b∈B

dist(b, A)

}
, we write An

dH−−−−→
n→∞ A.

• A sequence of closed sets Cn converges in the sense of Kuratowski to
C , and we write Cn

K−−−−→
n→∞ C , when

(1) for all sequences xn ∈Cn, all its cluster points are contained in C .
(2) For all points x ∈C there exists a sequence xn ∈Cn, converging to

x.

Furthermore, An
dH−−−−→

n→∞ A if and only if dist(·, An) −−−−→
n→∞ dist(·, A) uniformly.

Similarly, Kuratowski convergence corresponds to the agreement of inner and
outer limits:

liminf
n→∞ Cn

def.=
{

x ∈Rd : limsup
n→∞

dist(x,Cn) = 0

}
,

limsup
n→∞

Cn
def.=

{
x ∈Rd : liminf

n→∞ dist(x,Cn) = 0
}

,

in other words Kuratowski convergence holds if and only if dist(·,Cn) → dist(·,C )
pointwise. Since the distance functions are 1-Lipschitz, by Ascoli-Arzelà’s
Theorem we have that

Cn
K−−−−→

n→∞ C if and only if dist(·,Cn) −−−−→
n→∞ dist(·,C ) locally uniformly.
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As a result, Hausdorff convergence implies Kuratowski convergence, and both
notions coincide on compact sets. Importantly, Blaschke’s Theorem, see [2,
Thm. 6.1], states that the Hausdorff topology inherits compactness from the
compactness of uniform convergence of the distance functions.

2.2. Narrow convergence of probability measures and the Wasserstein dis-
tances. Due to Riesz’ representation theorem the set of Radon measures M (Rd )
is known to be the topological dual of the continuous functions. As a result, it
is frequently endowed with the local weak-? convergence: a sequence

(
µn

)
n∈N

is said to converge narrowly to µ in Mloc (Rd ) [2, Def. 1.58] ifˆ
Rd
φdµn −−−−→

n→∞

ˆ
Rd
φdµ for all φ ∈Cc (Rd ).

This notion of convergence however does not preserve the total mass of the
sequence

(
µn

)
n∈N, as a portion of the mass can be lost at infinity. This is one of

the difficulties in implementing Step (4) of the localization/blow-up argument,
see the discussion before Lemma 3.2.

For this reason, when working with Radon probability measures it is cus-
tomary to work with the narrow topology, defined by replacing the space of
continuous functions with compact support Cc (Rd ) by the class of continuous
and bounded functions Cb(Rd ). Naturally, if the supports of a convergent se-
quence

(
µn

)
n∈N are all contained in the same compact subset of Rd , then both

notions of convergence coincide and the mass is preserved even under the weak-
? convergence. This will be the case most times in this work, unless when we
deal with blow-ups of sets and measures, when it is inevitable to send the
support of the measures to infinity.

Nonetheless, the narrow topology is actually metrizable and a possible choice
of distance for this topology are the so called p-Wasserstein distances1 defined
via the value of an optimal transportation problem(see [1, 15, 17] for more
details) as follows: given µ,ν ∈ P(Rd ) with finite p-moments, p ≥ 1, the p-
Wasserstein distance is defined as

W p
p (µ,ν)

def.= min
γ∈Π(µ,ν)

ˆ
Rd×Rd

|x − y |p dγ(x, y),

whereΠ(µ,ν)
def.=

{
γ ∈P(Rd ×Rd ) : (π0)]γ=µ, (π1)]γ= ν

}
corresponds to the cou-

plings with marginals µ and ν. This corresponds to Kantorovitch’s formulation
of the problem, which is known under certain conditions to actually be a solu-
tion to Monge’s problem

inf
T]µ=ν

ˆ
Rd

|x −T (x)|p dµ(x),

where the pushforward measure is T]µ(A)
def.= µ(T −1(A)), for any Borel set A ⊂

Rd . The connection between both formulations is give by Brenier’s Theorem
which states that whenever µ does not give mass to (d −1)-dimensional sets,

1To be more precise, convergence with respect to the p-Wasserstein distance is equivalent
to narrow convergence plus convergence of the p-moments, but the second condition is trivial
in compact domains, which will be always the case where this is exploited in this paper.
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there is a unique optimal transportation plan that is actually induced by a map,
it can be written as γ= (id,T )]µ.

2.3. Gołąb’s Theorem, the length functional, blow-ups and approximate tan-
gent spaces. In the sequel, we consider a sequence of continua (Σn)n∈N con-
verging to Σ in the sense of Kuratowski. We are mostly interested in the
sequence of measures H 1 Σn, up to subsequences, we can always assume it
to converge weakly to a measure µ. The classical version of Gołąb’s Theorem
says that µ≥H 1 Σ, while in [5], this result is proved under the weaker Ku-
ratowski convergence and the sequence Σn doesn’t have to be bounded, in fact
it can have infinite length, as long as it is locally finite.

Theorem 2.2 (Density version of Gołąb’s Theorem). Let (Σn)n∈N be a sequence
of closed and connected subsets of Rd converging in the sense of Kuratowski to
some closed set Σ and having locally uniform finite length, i.e. for all R > 0

sup
n∈N

H 1(Σn ∩BR (x0)) <+∞.

Define the measures µn
def.= H 1 Σn, and let µ be a weak-? cluster point of this

sequence. Then suppµ⊂Σ and it holds that

µ≥H 1 Σ,

in the sense of measures.

This result is central to understand the length functional described in the in-
troduction. Consider the functional defined over the space of probability mea-
sures as

(2.2) `(ν)
def.=

H 1(Σ), if ν= 1

H 1(Σ)
H 1 Σ, for Σ connected,

+∞, otherwise.

Using Gołąb’s Theorem, one can show that the lower semi-continuous relax-
ation of the above functional is given by the length functional

(2.3) L(ν)
def.=

{
min

{
α≥ 0 :αν≥H 1 suppν

}
, if suppν is connected,

+∞, otherwise,

which is used in the definition of the relaxed formulation (PΛ) and allows for
much more flexibility once creating competitors to optimizers and extract in-
formation from them, as for instance in the proof of Proposition 3.1. The
challenge associated with this functional is that, as opposed with Σ 7→H 1(Σ)
it has a non-local flavor. Indeed, if we want to reduce the value of L(ν) we must
increase the H 1 density of ν along all of its support Σ, even if we just want
to study the behavior of a small neighborhood of in Σ. This is particularly in-
convenient when combined with an optimal transportation cost. On the other
hand, adding any structure to Σ, with a smaller density will increase the value
of L.

Gołąb’s Theorem is also useful to extract a finer information on the blow-ups
of 1-rectifiable connected sets. Due to a result from Besicovitch, we know that
the connected sets Σ with finite length that are of interest to us are actually
countably H 1-rectifiable [2,9]. In other words, up to H 1-negligible sets they
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can be written as the countable union of Lipschitz images, that is there are
Lipschitz functions fi : [0,1] 7→Rd such that

H 1

(
Σ\

⋃
i∈N

fi ([0,1])

)
= 0.

As such, this class of sets enjoy tangentiability properties H 1 almost ev-
erywhere, see for instance [6,9]. In other words, we know from the so called
blow-up Theorem ([9, Thm. 10.2]) that for a.e. x ∈Σ, it holds that

(2.4)
1

r

(
Φx,r )

]H
1 Σ=H 1

(
Σ−x

r

)
?−−−*

r→0
H 1 TxΣ, where Φx,r def.= id−x

r
,

and TxΣ is a one-dimensional subspace of Rd , which is called the approximate
tangent space of Σ at x. This result holds for general H k-rectifiable sets, but a
particularity of the 1-dimensional case is that we can use Gołąb’s Theorem to
prove the convergence of blow-ups in the Hausdorff and Kuratowski topologies
as well.

Lemma 2.3. Let Σ ⊂ Rd be closed and connected with H 1(Σ) < +∞, then for
every x ∈ Σ admitting an approximate tangent space TxΣ as in (2.4), and for
all R > 0 it holds that

(2.5)
Σ−x

r
∩BR (0)

dH−−−−→
r→0+

TxΣ∩BR (0),

as well as global convergence holds in the Kuratowski sense
Σ−x

r
K−−−−→

r→0+
TxΣ.

In addition, for every r > it holds that

(2.6) dH (Σ∩Br (x)−x,TxΣ∩Br (0)) = r dH

(
Σ−x

r
∩B1,TxΣ∩B1

)
= o(r ).

Proof. First we take a rectifiability point x ∈Σ with tangent space TxΣ, which
we know to be H 1 a.a. of Σ, so that (2.4) holds. Let T be the (Kuratowski)

limit of a subsequence
Σ−x

rk
. From (2.4) we have that TxΣ ⊂ T . Thanks to

Theorem 2.2, for almost all R > 0 it holds that

(2.7) H 1(T ∩BR (0)) ≤ liminf
k→∞

H 1
(
Σ− y

rk
∩BR (0)

)
=H 1(TyΣ∩BR (0)),

which shows T∆TxΣ is H 1-negligible.
Notice that, if there is some z ∈ T \ TxΣ, we may consider some ball Bs(z)

which does not intersect TxΣ. Since T is the limit of connected sets, z must be
path-connected in T to some point in (Bs(z))c , so that H 1(T ∩Bs(z)) ≥ s. This
contradicts (2.7). Hence, T = TxΣ, and is independent of the subsequence, and
we deduce the localized Hausdorff and the Kuratowski convergences.

To check (2.6), notice that from homogeneity of the distance in Rd it holds
that

dH ((Σ−x)∩Br ,TxΣ∩Br )

r
= dH

(
Σ−x

r
∩B1,TxΣ∩B1

)
and the RHS converges to zero as r → 0 from the previous reasoning. �
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2.4. Loops and tree structure. We finally arrive at the central objects of the
present work, which are loops from a connected set of finite length, or rather
the absence of them. We start by properly defining what we mean by a loop.

Definition 2.4. We say that a set Γ is a loop whenever it is homeomorphic to
S1. Any connected set Σ which contains no loops it is said to be a tree.

A point x ∈Σ is a non-cut point of Σ if Σ\{x} remains connected. Otherwise,
x is called a cut point.

It turns out that H 1 almost every point in a loop is a non-cut point. This is
proved for instance in [13, Lemma 5.6] when the ambient space is a general
metric space. In the following Lemma, we exploit the geometric structure of
Rd to prove this result, while obtaining more information in the process.

Lemma 2.5. Let Σ⊂Rd be a closed connected set with H 1(Σ) <+∞, consisting
of more than one point and containing a loop Γ. Then H 1-a.e. point x ∈ Γ is
such that for any r > 0 small enough, there exists r̄ ∈ ( r

2 ,r
)

, such that Σ\ Br̄ (x)
and Σ∩Br̄ (x) are connected and

H 0(Σ∩∂Br̄ (x)) =H 0(Γ∩∂Br̄ (x)) = 2.

In addition, it holds that H 1-a.e. point of Γ is a non-cut point.

Proof. Let Γ be a loop of Σ, from the blow-up Theorem [9, Prop. 10.5], we
know that H 1-a.e. point of Σ∩Γ admits an approximate tangent plane such
that

TxΣ= TxΓ.

Fix one such point x where the approximate tangents w.r.t. Σ and Γ coincide
and let Rτ be the common tangent space. Given r > 0, it holds from the area
formula and the blow-up Theorem that

(2.8)
ˆ r

0
H 0(∂Bs(x)∩Γ)ds ≤

ˆ r

0
H 0(∂Bs(x)∩Σ)ds ≤H 1(Br (x)∩Σ) = 2r+o(r ).

In addition, from the Hausdorff convergence of the blow-ups from Σ∩Br (x),
Lemma 2.3, we can assume for n large enough that

Σ∩Br (x) ⊂
{

z :
|〈z −x,τ〉| < r∣∣〈z −x,τ⊥

〉∣∣< r
100

}
.

Since
Γ−x

r
is a curve converging to the segment Rτ, it must cross all the

surfaces
∂ (Bs(0)∩ {±〈z,τ〉 > 0}) 0 < s < r,

so that 2 ≤H 0(Γ∩∂Bs(x)) ≤H 0(Σ∩∂Bs(x)). As a result, from (2.8) we have
that

0 ≤ 1

r

ˆ r

0

(
H 0(∂Bs(x)∩Γ)−2

)︸ ︷︷ ︸
≥0

ds ≤ o(r )

r
.

Hence, for r small enough, we can find

r̄ ∈
(r

2
,r

)
such that H 0(Σ∩∂Br̄ (x)) =H 0(Γ∩∂Br̄ (x)) = 2.

For such radius we have that ∂Br̄ (x)∩Σ= ∂Br̄ (x)∩Γ= {y1,n , y2,n} and Γ \ Br̄ (x)
is a path between y1,n and y2,n.
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It follows that both Σ∩Br̄ (x) and Σ\Br̄ (x) remain connected. Indeed, for the
former, it suffices to notice that since H 0(Γ∩Br̄ (x)) = 2, Γ∩Br̄ (x) is homeomor-
phic to an arc of S1 and so it is connected, as continuous images of connected
sets are connected. As a result, it must also hold that Σ∩Br̄ (x) is connected
since if it was not, there would a connected component Γ′ that is disjoint fom
Γ∩Br̄ (x). But since Σ∩ ∂Br̄ (x) = Γ∩ ∂Br̄ (x), Γ′ would also be disjoint from
Σ\ Br̄ (x), contradicting the connectedness of Σ.

To prove the connectedness of Σ\Br̄ (x), consider z1, z2 ∈Σ\Br̄ (x) and let γ⊂Σ
be a path between them. If γ⊂Σ\Br̄ (x), there is nothing to prove, otherwise γ
must contain either y1,n y2,n, or both. If it contains only one of them, γ\ Br̄ (x)
remains connected. In the case that it contains both, we can create a new path
γ∪Γ \ Br̄ (x) that must be connected, contained in Σ \ Br̄ (x) and has the points
z1, z2. It follows that Σ\ Br̄ (x) is connected.

Let us show that x is a non-cut point. Indeed, for any y1, y2 ∈Σ\{x}, use the
previous construction to obtain a radius such that Σ \ Br (x) is connected and
contains y1, y2. Therefore, we can find a path in Σ\{x} connecting them proving
that {x} is a non-cut point. �

As previously mentioned, Lemma 2.5 is a slight improvement over [4, Lemma
6.1] that is particularly useful to the localization arguments, since the latter
provides a neighborhood Dn around a.e. non-cut point, but we have no in-
formation on the blowup of this set, complicating the implementation of the
localization/blow-up argument. With the construction provided by Lemma 2.5,
the limits of blow-up sequences are directly obtained via Lemma 2.3.

3. Absense of loops

In this section we fix ν? ∈P(Rd ), a minimizer of problem (PΛ), along with
its support Σ and set α def.= L(ν?). We seek to perform the construction that
will show that Σ is a tree. We recall the two cases described in Section 1.1 for
which this will be shown:

Case 1: if %0 is a convex combination of Dirac masses, i.e.

%0 =µN =
N∑

i=1
aiδxi , for

N∑
i=1

ai = 1.

Case 2: %0 is absolutely continuous w.r.t. the Lebesgue measure with compact
support and bounded density, i.e. %0 ∈ L∞(Ω).

In the course of the proof we will need to transport part of the measure %0

with an arbitrary measurable selection of the projection operator

(3.1) ΠΣ(x) = argmin
y∈Σ

1

2
|x − y |2.

Therefore, we assume that

(3.2) there is a measurable selection πΣ of (3.1) %0-a.e. uniquely defined.

This holds in
• case 1, since for each i we can choose yi ∈ argmin

Σ
|xi − y |2 and define

πΣ(xi )
def.= yi ;
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• case 2, since the projection map is Lebesgue-a.e. uniquely-defined.

3.1. Loops are formed though projections. In this paragraph we implement
Step 1 of the localization/blow-up argument described in Section 1.1 by show-
ing that loops are formed through projections onto the optimal network.

Proposition 3.1. Suppose that %0 has a compact support and that (3.2) holds.
Let ν? be a minimizer of (PΛ). If γ is an optimal transportation plan between
%0 and ν? and Γ⊂Σ is a loop, then

|x − y | = dist(x,Σ) for γ-a.e. (x, y) ∈Rd ×Γ.

Proof. Given η> 0, define the set

Eη
def.=

{
(x, y) ∈Rd ×Γ : |x − y |p > dist(x,Σ)p +η

}
and consider the measure νη defined for a Borel set A as

νη(A)
def.= γ(Eη∩ (Rd × A)).

From its construction, it follows that νη ≤ ν?. Therefore, to conclude it suffices
to show that for any ȳ ∈Σ, admitting an approximate tangent space T ȳΣ= T ȳΓ,
it holds that

θ1(νη, ȳ) = 0 for H 1-a.e. y ∈ Γ.

Let (rn)n∈N be an infinitesimal sequence obtained from Lemma 2.5 such that
Σn

def.= Σ\ Brn (ȳ) remains connected. For n large enough, let us show that if

(x, y) ∈ Eη∩ (Rd ×Brn (ȳ)) then πΣ(x) ∈Σ\ Brn (x).

Indeed, for such a pair (x, y) we have that

dist(x,Σ)p +η≤ |x − y |p ≤ (
dist(x,Σ)+|πΣ(x)− y |)p

≤ dist(x,Σ)p +p
(
dist(x,Σ)+|y −πΣ(x)|)p−1|y −πΣ(x)|

≤ dist(x,Σ)p +p
(
2diam(supp%0)

)p−1|y −πΣ(x)|,
where the third inequality follows from the convexity of t 7→ |t |p . As a result,
for n sufficiently large, we obtain that

2rn < η

p
(
2diam(supp%0)

)p−1 ≤ |y −πΣ(x)|.

Since y ∈ Brn (ȳ), it must follow that πΣ(x) ∈Σ\ Brn (ȳ), for n large enough.
In the sequel, we write Brn = Brn (ȳ) to simplify notation, and we define an

alternative transportation plan as follows

(3.3) γ′ def.= γ Rd ×Σn +(π0,πΣ ◦π0)]γ Eη∩Rd ×Brn +(π0, yn)]γ Rd ×Brn \Eη,

where π0,π1 denote the projections onto the first and second marginal, i.e
π0(x, y) = x, and yn ∈ Σn ∩ ∂Brn (ȳ). Its second marginal then defines a new
competitor as

(3.4) ν′ def.= ν? Σn +νη Brn +γ
(
Rd ×Brn \ Eη

)
δyn .

The first term preserves the transportation plan that does not concern Σ∩Brn ,
the second projects onto Σ all the mass that is sent to Σ∩Brn , and the last term
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sends all the mass whose projection is close to Σ∩Brn to the point yn, creating
a Dirac mass at yn.

Since the mass on the second term of the transportation plan γ′ in (3.3)
is sent to Σn, it follows that suppν′ = Σn. But since this operation can only
increase the density of ν? over Σn, we have that ν′ Σn ≥ ν? Σn and it follows
that

(3.5) L(ν?) ≥L(ν′).

This construction yields

W p
p (%0,ν?) =

ˆ
Rd×Σn

|x − y |p dγ+
ˆ
Rd×Brn∩Eη

|x − y |p dγ+
ˆ
Rd×Brn \Eη

|x − y |p dγ

≥
ˆ
Rd×Σn

|x − y |p dγ+
ˆ
Rd×Brn∩Eη

(
dist(x,Σ)p +η)

dγ

+
ˆ
Rd×Brn \Eη

|x − yn |p dγ−p

ˆ
Rd×Brn \Eη

∣∣|x − yn |− |x − y |∣∣︸ ︷︷ ︸
≤|y−yn |≤2rn

|x − yn |p−1dγ

≥
ˆ
Rd×Rd

|x − y |p dγ′+ηνη(Brn )−2prn

ˆ
Rd×Brn \Eη

|x − yn |p−1dγ,

so that from the minimality of ν? and (3.5), the previous estimate gives
νη(Brn (ȳ))

2rn
≤ p

η

ˆ
Rd×Brn \Eη

|x − yn |p−1dγ−−−−→
n→∞ 0.

We conclude that for all ȳ that is a rectifiability point of Γ, it holds that θ1(νη, ȳ) =
0, and the result follows. �

3.2. Localizations and blow-up. Since we know from Prop 3.1 that loops are
formed though projections, we can perform Step 2 from Section 1.1. That is,
we chose a suitable point to perform localizations.

As the proof is by contradiction, we first assume that Σ contains a loop Γ.
We consider

(3.6) y0 ∈ Γ, is a noncut point such that Ty0Σ= Ty0Γ,

which can be done since, H 1-a.e., the approximate tangent spaces to Σ and Γ
coincide. In Case 1, where %0 is atomic, we make the additional assumption

(3.7) y0 6= xi , for all i = 1, . . . , N .

Next, let (rn)n∈N be a sequence of radii obtained from Lemma 2.5, and we
introduce the following notation

(3.8) Σy0,rn

def.= Σ∩Brn (y0), Σn
def.= Σ\Σy0,rn ,

so that from Lemma 2.5 it holds that

(3.9) Σy0,rn and Σn are connected and rn → 0.

In the sequel, we will focus our attention into the following sequence of
localized measures

νn
def.= ν? Σy0,rn .
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From the optimality of ν?, this sequence minimize a family of localized vari-
ational problems consisting of the transportation of “the portion of %0 that is
sent to νn”, namely

%n
def.= (π0)]

(
γ Ω×Σy0,rn

)
.

In Case 2, we can equivalently write %n = %0 T −1(Σy0,rn ), where T corresponds
to the optimal transportation map from %0 to ν?.

Afterwards, we define a blow-up of this sequence of problems and extract a
limit. But to prevent the measure %n from losing mass at infinity in the blow-up
step, as in [5], we let %n follow a constant speed geodesic in the Wasserstein
space almost until it reaches νn, defined as follows: if γn is an optimal trans-
portation plan between %n and νn, we are interested in the following geodesic
interpolation between them

(3.10) σn
def.= (

πrn

)
]γn where πrn

def.= rnπ0 + (1− rn)π1.

The reader is referred to [15, Thm. 5.27] for a proof of the fact that the above
interpolation indeed yields geodesics for the Wp distance.

With these elements we obtain the following result, whose proof is included
in Appendix A for completeness since it is a minor variant of the results found
in [5]. But as we are interested in making variations that will “open” the loop
Γ, to simplify notation we define the following class of sets

(3.11) A2
def.=

{
Σ′ ⊂ B1(0) : Σ has at most 2 connected components

}
.

Lemma 3.2. The localized measure νn solves the following minimization prob-
lem

(3.12) min

W p
p (σn ,ν′) :

there is Σ′ ∈A2 such that

ν′ ∈M+(Σ′), ν′ ≥α−1H 1 Σ′,
Σn ∪Σ′ is connected,

ν′(B1(0)) = ν?
(
Σy0,rn

)

 .

In the sequel, recalling the definition of the blow-up operator Φy0,r = id−y0
r

from (2.4) in Section 2.3, notice that for any given measures µ,ν it holds that

(3.13) W p
p

(
1

r
(Φy0,r )]µ,

1

r
(Φy0,r )]ν

)
= 1

r p+1
W p

p
(
µ,ν

)
.

We are particularly interested in the sequences of blow-ups of the measures
σn and νn:

(3.14) σ̄n
def.= 1

rn
(Φy0,rn )]σn , ν̄n

def.= 1

rn
(Φy0,rn )]νn ,

since we already know from Lemma 3.2 that they will inherit some optimality
property.

From Lemma 3.2 and (3.13), each element from the sequence (ν̄n)n∈N is al-
most an minimizer of a sequence of functionals (Fn)n∈N, see Lemma 3.4 below,
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defined as

(3.15) Fn(ν′) def.=


W p

p
(
σ̄n ,ν′

)
,

there is Σ′ ∈A2 such that

ν′ ∈M+(Σ′), ν′ ≥α−1H 1 Σ′,(
Σn − y0

rn

)
∪Σ′ is connected,

ν′(B1(0)) = ν?
(
Σy0,rn

)
rn

,

+∞, otherwise.

Now, recall that from the blow-up properties of Σ, if follows that
Σy0,rn − y0

rn

dH−−−−→
n→∞ Ty0Σ∩B1(0).

We can also extract a subsequence for the convergence of the measures, so
that it holds that

(3.16) σ̄n
?−−−−*

n→∞ σ̄, ν̄n
?−−−−*

n→∞ ν̄.

This motivates the following limit problem, which is minimized by ν̄ as we shall
prove later,

(3.17) F (ν′) def.=


W p

p
(
σ̄,ν′

)
,

there exists Σ′ ∈A2 such that

ν′ ∈M+(Σ′), ν′ ≥α−1H 1 Σ′,
Ty0Σ∩∂B1(0) ⊂Σ′,

ν′(B1(0)) = 2θ1(ν?, y0),
+∞, otherwise.

Step 3 from 1.1 consists of defining the functionals Fn above and show that
they Γ-converge to F . This is done in the following Theorem, whose proof is
also left to the Appendix A.

Theorem 3.3. The family (Fn)n∈N converges to F in the sense of Γ-convergence,
for the topology of weak-? convergence of Radon measures.

In Step 4, we transfer a lot of information about the minimization of Fn to the
minimization of F , by means of the Γ-convergence result and the fact that the
optimal transportation in the definition of Fn is almost achieved via projections.
In fact, only the transportation onto Γ∩Brn (y0) is given by projections, and
there might be some mass in the set (Σ\Γ)∩Brn (y0), but since Σ and Γ have the
same approximate tangent space at y0, this contribution vanishes as n →∞,
and the limit inherits the projection properties from the loop Γ. This discussion
is formalized below.

Lemma 3.4. The following assertions are true:
(i) We have ν̄= 2θ1(ν?, y0)H 1 Ty0Σ∩B1(0) and it is a minimizer of F ;

(ii) The following assertions about σ̄ hold:
Case 1: Define the quantity

0 < L
def.= min

i=1,...,N
|y0 −xi |.

Then we have that supp σ̄⊂ {dist(·,Ty0Σ) ≥ L};
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Case 2: σ̄(Ty0Σ∩B1(0)) = 0.
(iii) the optimal transportation from σ̄ to ν̄ is attained by the projection

map onto Ty0Σ.

Proof. Starting with item (i ), recall that

ν̄n = 1

rn

(
Φy0,rn

)
]νn ,

where νn is a minimizer of (3.12) thanks to Lemma 3.2. As a result, Σy0,rn

satisfies the restrictions of (3.12). As a result, the set
Σy0,rn − y0

rn
satisfy all

the restrictions of Fn for ν̄n. On the other hand, given any % satisfying the
restrictions of Fn with a set Σ′ yields ν′ = rn(Φy0,rn )−1

] % admissible for (3.12)
with the set y0+rnΣ

′. Indeed, the only property that requires checking is that
ν′ ≥ α−1H 1 (y0 + rnΣ

′), which follows directly from the area formula since,
for any continuous φ≥ 0, we haveˆ

φdν= rn

ˆ
φ(y0 + rn x)d%(x) ≥α−1rn

ˆ
Σ′
φ(y0 + rn x)dH 1(x)

=α−1rn

ˆ
y0+rnΣ′

φdH 1.

As a result, using identity (3.13), it follows that

W p
p (σ̄n , ν̄n) = 1

r p+1
n

W p
p (σn ,νn) ≤ 1

r p+1
n

W p
p (σn ,ν)

≤W p
p (σ̄n ,%).

Showing that ν̄n is a sequence of minimizers, so that the minimality of ν̄ follows
from the fundamental properties of Γ convergence.

Moving on to item (i i ), the first case follows directly from the fact that %0

is atomic. To prove the second case, first we recall that since %0 is absolutely
continuous, its optimal transportation is uniquely attained by a map T , and we
can write σn = Trn ]%n, with Trn

def.= rnid+ (1− rn)T and %n-a.e. T = πΣ, thanks
to Prop. 3.1. Next, we define the open set

Cδ
def.= {

x : dist
(
x,Ty0Σ

)< δ}
,

so that for all δ> 0 we have that

(3.18) σ̄(Cδ) ≤ liminf
δ→0

σ̄n(Cδ),

where by definition we have that

σ̄n(Cδ) = r−1
n %n

(
Trn

−1(y0 + rnCδ)
)

.

Hence, let us study the set Trn
−1(y0 + rnCδ). Consider a pair (x, y) such that

y ∈ y0 + rnCδ, x ∈ supp%n and

(3.19) y = Trn (x) = rn x + (1− rn)T (x).

Since for %n-a.e. x, the map T behaves as a projection onto Σ, and the map Trn

is an interpolation between the identity and the projection onto Σ, it follows
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that T (x) = πΣ(x) = πΣ(y). In addition, rearranging the terms in (3.19) we
obtain

rn(x −T (x)) = y −T (x) = rn

(
y − y0

rn
− πΣ(y)− y0

rn

)
so that recalling that y ∈ y0 + rnCδ, it holds that

dist(x,Σy0,rn ) = |x −T (x)| =
∣∣∣∣ y − y0

rn
− πΣ(y)− y0

rn

∣∣∣∣
= dist

(
y − y0

rn
,
Σy0,rn − y0

rn

)
= dist

(
y − y0

rn
,Ty0Σ∩B1(0)

)
+on→∞(1),

where the last equality follows from the equivalence of convergence in the
Hausdorff distance and uniform convergence of the distance functions. We
conclude that for n sufficiently large dist(x,Σy0,rn ) ≤ 2δ, so that

supp%n ∩T −1
rn

(
y0 + rnCδ

)⊆ supp%n ∩{
dist

(·,Σy0,rn

)≤ 2δ
}

.

Returning to (3.18) with this new inclusion we conclude that

σ̄(Cδ) ≤ liminf
δ→0

r−1
n %0

({
dist

(·,Σy0,rn

)≤ δ})
.

Now assume by contradiction that there is an ε> 0 such that for all δ> 0 the
liminf on the RHS above is greater than ε. For any fixed δ, up to considering
a subsequence that attains the liminf, it would hold that for n large enough

(3.20)
εrn

2
≤ %n

({
dist

(·,Σy0,rn

)≤ δ})
,

so let us estimate this volume on the right-hand side, we claim that

(3.21) %n
({

dist
(·,Σy0,rn

)≤ δ})≤ ∥∥%0
∥∥∞ωd−1H

1(Σy0,rn )δd−1 +o(rn).

This estimate will be proven with a slight refinement of the induction strategy
from [10, Lemma 4.2].

First recall that by the construction from Lemma 2.5, both Σy0,rn and Σn are
connected and we have that

Σy0,rn ∩∂Brn (y0) = {yn,1, yn,2}Σn ∩∂Brn (y0).

In particular, Σy0,rn is 1-rectifiable and can be covered by countably many con-
nected sets

(
γn,i

)
i∈N. We assume without loss of generality that:

• γn,1 ⊂ Γ;
• γn,1 contains the two points of Σy0,rn on the boundary ∂Brn (y0);
• and as a consequence H 1(γn,1) ≥ 2rn.

In addition, we can assume that the remaining sets γn,i are piece-wise disjoint
and for all i ≥ 2 we have that

H 1(γn,i ) ≤H 1(Σy0,rn \Γ) = o(rn),

where the last equality comes from the blow-up theorem and the fact that y0

is a flat point of both Σ and Γ.
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First we estimate the volume of the points at distance at most δ to γn,1.
Indeed, we can decompose the set

A(γn,1,δ)
def.= {

dist(·,γn,1) ≤ δ}≤C (γn,1,δ)+H(γn,1,δ),

where C ((γn,1,δ)) is a tubular region around γn,1 and H(γn,1,δ) is a union of
two hemispheres centered at its end-points. For the tubular region we have the
bound

%n
(
C (γn,1,δ)

)≤ ∥∥%0
∥∥∞H 1(γn,1)ωd−1δ

d−1.

On the other hand, for the two hemispheres we have that

%n
(
H(γn,1,δ)

)= o(rn),

since either they are at minimal distance to Σ outside of Brn , hence not in the
support of %n, or their projection onto Σ is contained in {yn,1, yn,2}∪Σy0,rn \Γ.
Hence

%n
(
H(γn,1,δ)

)≤ νn
(
{yn,1, yn,2}∪Σy0,rn \Γ

)= o(rn),

and we have proven the first step induction towards (3.21).
To finish the proof define

Ck
def.=

k⋃
i=1

γn,i ,

assume that (3.21) holds with Σy0,rn replaced by Ck and let us show that it
holds for Ck+1. In this case, we have that

%n(A(Ck+1,δ)) = %n(A(Ck ,δ))+%n(A(γn,k+1,δ) \ A(Ck ,δ))

≤ ∥∥%0
∥∥∞

[
ωd−1H

1(Ck )δd−1 +|A(γn,k+1,δ) \ A(Ck ,δ)|
]
+o(rn).

Hence, let us estimate |A(γn,k+1,δ)\ A(Ck ,δ)|. Once again, A(γn,k+1,δ) will have
one tubular region and two hemispheres, but since γn,k+1 touches Ck , we can
remove at least one ball of volume ωdδ

d , which makes up for the two hemi-
spheres. This way we have that

%n(A(Ck+1,δ)) ≤ ∥∥%0
∥∥∞ωd−1δ

d−1 [
H 1(Ck )+H 1(γn,k+1)

]+o(rn)

= ∥∥%0
∥∥∞ωd−1δ

d−1H 1(Ck+1)+o(rn).

As a result, this estimate holds for every k ∈ N, and since by construction
H 1(Ck ) →H 1(Σy0,rn ), we obtain the bound (3.21).

Going back to (3.20), for all δ and rn sufficiently small we would have that

ε/2 ≤ ∥∥%0
∥∥∞

H 1
(
Σy0,rn

)
rn

ωd−1δ
d−1 + o(rn)

rn
−−−−−→
δ→0

n→+∞
0,

which is a contradiction. We conclude that for all ε > 0 there is a δ > 0 such
that σ̄(Cδ) ≤ ε, implying that σ̄(Ty0Σ∩B1(0)) = 0.

Finally, to prove item (i i i ), recall the sequences σn and ν? Brn , and let γn

be the optimal transportation plan between them. From Prop. 3.1, it follows
that

suppγn Rd ×Γ⊂ graph(ΠΣ).
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Since σ̄n , ν̄n are generated by the push-forward of σn and ν? Brn by Φy0,rn ,
the optimal transportation between them in given by the plan

γ̄n
def.= 1

rn

(
Φ(y0,y0),rn

)
]γn , so that supp

(
γ̄n

(
Rd × Γ− y0

rn

))
⊂ graph

(
ΠΣ−y0

rn

)
.

If Σy0,rn was entirely contained in Γ, the proof would be strictly the same as in
the analogous result from [5]. Here this is not the case, but the set part of Σy0,rn

where the projection property might fail is small since H 1(Σy0,rn \Γ) = o(rn).
Up to a subsequence γ̄n converges to some γ̄, which, by the stability of

optimal transportation plans, also transports σ̄ to ν̄ optimally, let us show that
supp γ̄⊂ graph

(
ΠTy0Σ

)
. Notice that for any A ⊂Rd , we have that

γ̄n

(
A×

(
Σy0,rn \Γ− y0

rn

))
≤ 1

rn
ν?

(
Σy0,rn \Γ

)= o(rn)

rn
−−−−→
n→∞ 0,

since θ1(ν?, y0) <+∞ and the tangent spaces of Σ and Γ coincide at y0, from (3.6).
As a result, given (x, p) ∈ supp γ̄, there is an open ball B centered at (x, p)

such that

0 < γ̄(B) ≤ liminf
n→∞ γ̄n(B) = liminf

n→∞ γ̄n

(
B ∩

(
Rd × Γ− y0

rn

))
.

In particular, we can find supp γ̄n

(
Rd × Γ−y0

rn

)
3 (xn , pn) −−−−→

n→∞ (x, p). So it holds
that

|x −p| = lim
n→∞ |xn −pn | = lim

n→∞dist

(
xn ,

Σ− y0

rn

)
= dist(x,Ty0Σ),

where the last equality comes from the point-wise convergence of the distance
functions from Kuratowski convergence of blow-ups from Lemma 2.3.

�

3.3. Better competitor and absence of loops. We now implement Step 5 from
Section 1.1 obtaining a contradiction to the fact that the optimal set Σ contains
a loop. Let us recall the construction done so far; if Σ the support of an optimal
measure for (PΛ) which contains a loop Γ, we choose a suitable flat non-cut
point y0 ∈ Γ, as in (3.19). Then we can perform the localizations around y0

from the previous subsection and obtain the measures σ̄ and ν̄, as in (3.16).
From Lemma 3.4, the latter is a minimizer of the functional F defined in (3.17)
and

ν̄= θH 1 Ty0Σ ∈ argminF, where θ = 2θ1(ν?, y0).

As the optimal transportation from σ̄ to ν̄ is attained by the projection map
onto Ty0Σ, we use a refined version of the argument done in [5, Lemma 6.3] to
construct a strictly better competitor to F . The further complexity of this case
stems from the fact that we must remove all the mass of a small segment and
create an advantageous structure, see Figure 3. This construction will then
contradict the existence of loops, so that any optimal Σ must be a tree.

Theorem 3.5. Let %0 be as in Case 1 or Case 2. Then any solution Σ to the
problem (PΛ) is a tree, in the sense that it does not contain homeomorphic
images of S1.
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Figure 3. Construction of a better competitor in Thm. 3.5. On
the right, the partition of the space into sections. For sections
i , i ′ such that θ̄i , θ̄i ′ > 0 we add a segment in their direction. For
θ̄ j , θ̄ j ′ = 0 we construct a Dirac mass. On the cases of positive
density we have a gain of order ε2 in transportation cost, for zero
density we lose o(ε2). On the left the transportation strategy of
each section of the partitioned space.

Proof. Suppose by contradiction that Σ is optimal and contains a loop, and let
y0 be a flat non-cut point inside this loop, chosen as in (3.19). Up to a rotation,
we may assume that Ty0Σ=Rd ed , where (ei )d

i=1 is a basis of Rd . We will start
with a simpler construction for Case 1; and then use it as a building block for
the second one.

Case 1: Recall that supp σ̄⊂ {
x = (x ′, xd ) ∈Rd : |x ′| > L, |xd | ≤ 1

}
, as shown in

item (i) of Lemma 3.4, so we can cover its support with finitely many sets
(Ei )N

i=1 defined as:

Ei
def.=

{
x = (x ′, xd ) ∈Rd : 〈ξi , x〉 > L/2, |xd | ≤ 1

}
where ξi ∈Sd−1∩ [ed ]⊥ are unit vectors and N depends only on the dimension.
We then define a disjoint family

F1 = E1, Fi+1 = Ei+1 \
i⋃

j=1
Fi for i ≥ 1

and decompose our measures σ̄ and ν̄ as

σ̄=
N∑

i=1
σ̄i , ν̄=

N∑
i=1

ν̄i where σ̄i
def.= σ̄ Fi and ν̄i

def.= (projd )]σ̄i ,

where projd : x 7→ xd ed is the projection onto the vertical axis. By Besicovitch’s
differentiation theorem, ν̄i = θi H 1 [−ed ,ed ], where θi (s) = θi (sed ) ≥ 0 sum up
to a positive constant

N∑
i=1

θi (s) = θ > 0.
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In the sequel, introduce the notation: Rd 3 x = (xi , x ′′
i , xd ) where xi = 〈ξi , x〉 is

the component of x parallel to ξi and x ′′
i ∈ [ξi ,ed ]⊥. Defining the sets

C i
t

def.= Fi ∩ {x ∈Rd : |xd − s̄| ≤ t } ⊂
{

x = (xi , x ′′
i , xd ) : xi > L/2,

|xd − s̄| ≤ t

}
,

and letting s̄ ∈ (−1,1) be a common Lebesgue point of all θi , i = 1, . . . , N , it fol-
lows from the fact that (projd )]σ̄i = θi H 1 [−ed ,ed ] that, for every i = 1, . . . , N

(3.22)
σ̄i (C i

ε)

2ε
= 1

2ε

ˆ s̄+ε

s̄−ε
θi (t )dt −−−→

ε→0
θi (s̄).

Consider now the two subfamilies of indexes

(3.23) I1
def.= {i : θi (s̄) > 0}, I2

def.= {i : θi (s̄) = 0}.

In particular, for each i ∈ I1, there is a constant θ̄i > 0 and ε> 0 such that for
t < ε we have

(3.24)
1

θ̄i
≤ σ̄i (C i

t )

t
≤ θ̄i .

Now let us exploit the fact that, from Lemma 3.4 the optimal transport is
given by projections to propose a new transportation map, sending the mass
in C i

ε to a segment pointing towards ξi :

T̄ (x)
def.=


`i (|xd − s̄|)ξi + (s̄ +ε)ed , if x ∈C i

ε and i ∈ I1,

(s̄ +ε)ed , if x ∈C i
ε and i ∈ I2,

projd (x), otherwise,

where `i : [0,ε] →R+ is defined via the conservation of mass relation

(3.25) `i (t ) =ασ̄i (C i
t ).

In other words, the mass that was sent to the vertical segment [s̄ −ε′, s̄ +ε′]ed

is now used to form the horizontal segments

Li
def.= (s̄ +ε)ed + [0,`i (ε)]ξi ,

for each i ∈ I1. The mass corresponding to the remaining indexes form a Dirac
measure concentrated in (s̄ +ε)ed , but with a mass of order o(ε).

Thanks to (3.25), the map T̄ sends σ̄i C i
ε to the measure α−1H 1 Li , hence

the transported measure T̄]σ̄ satisfies the constraints in the definition (3.17)
of the limiting functional F , since the newly added structure, given by

Σ′ = ⋃
i∈I1

Li ,

is a connected set. As a result, one has that F (T̄]σ̄) <+∞.
So for i ∈ I1 and x ∈C i

ε, recalling the notation x = (xi , x ′′
i , xd ), we have that

|x −projd (x)|2 −|x − T̄ (x)|2 = x2
i +|x ′′

i |2 − (xi −`i (|xd − s̄|))2 −|x ′′
i |2 − (xd − s̄ −ε)2

= 2xi`i (|xd − s̄|)−`i (|xd − s̄|)2 − (xd − s̄)2 +2ε|xd − s̄|−ε2

≥ 2

(
L

αθ̄i
+ε

)
|xd − s̄|−

(
1+ (αθ̄i )

2
)
|xd − s̄|2 −ε2

≥ 2L

αθ̄i
|xd − s̄|−

(
2+ (αθ̄i )

2
)
ε2,
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This is a qualitative estimate on the difference of the squared distance, to
extend it to the p-power, we use that for any a,b > 0

(3.26) ap/2 −bp/2 = p

2
b

p
2 −1(a −b)+o(a −b),

so that since |xd − s̄| < ε for x ∈C i
ε and |x − T̄ (x)| > 1

2 , taking a = |x −projd (x)|2
and b = |x − T̄ (x)|2, we obtain for some constant Cp that

|x −projd (x)|p −|x − T̄ (x)|p ≥Cp
(|x −projd (x)|2 −|x − T̄ (x)|2)+o(ε)

≥Cp (xd − s̄)+o(ε).

Notice that given ni ∈ N, to be fixed later, for any x ∈ C i
ε \ C ε

ni
we have that

|xd − s̄| ≥ ε
ni

. Hence, integrating with respect to σ̄i over C i
ε yields

ˆ
C i
ε

(|x −projd (x)|p −|x − T̄ (x)|p)
dσ̄i ≥Cp

ˆ
C i
ε\C i

ε
ni

|xd − s̄|dσ̄i +o(ε2)

≥Cp
ε

ni
σ̄i

(
C i
ε \C i

ε
ni

)
+o(ε2) =Cp

ε

ni

(
σ̄i

(
C i
ε

)
− σ̄i

(
C i

ε
ni

))
+o(ε2)

≥ Cp

ni

(
1

θ̄i
− θ̄i

ni

)
ε2 +o(ε2) ≥ Cp

2θ̄i ni
ε2 +o(ε2),

where in the last inequality we choose ni ≥ 2θ̄2
i .

For the indexes i 6∈ I2, we observe that the error committed by using the
map T̄ is given by |x −projd (x)|2 −|x − s̄ed |2 = −(xd − s̄)2 ≥ −ε2. So using once
again (3.26) we get that

|x −projd (x)|p −|x − s̄ed |p ≥−Cpε
2 +o(ε2).

Now setting ν′ def.= T̄]σ̄, we obtain that

W p
p (σ̄, ν̄)−W p

p (σ̄,ν′) ≥
ˆ (|x −projd (x)|p −|x − T̄ (x)|p)

dσ̄

=
N∑

i=1

ˆ
C i
ε

(|x −projd (x)|p −|x − T̄ (x)|p)
dσ̄i

≥Cp

( ∑
i∈I1

(
1

2θ̄i ni
ε2 +o(ε2)

)
− ∑

i∈I2

(ε2 +o(ε2))σ̄i (C i
ε)

)

=Cpε
2

( ∑
i∈I1

(
1

2θ̄i ni
+ o(ε2)

ε2

)
− ∑

i∈I2

(
1+ o(ε2)

ε2

)
σ̄i (C i

ε)

)
.

The last quantity must be positive for ε large enough since σ̄i (C i
ε) = o(ε), for

each i ∈ I2. But as the new competitor ν′ is admissible for the minimization of F ,
we obtain a contradiction with the fact that ν̄ is a minimizer from Lemma 3.4.
This contradicts the entire construction, meaning that Σ does not contain a
loop.

Case 2: In the second case we only know that

σ̄
(
Ty0Σ∩B1(0)

)
= 0.
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Therefore, setting Dδ
def.= {

x : dist(x,Ty0Σ) ≤ δ}
we observe that

σ̄(Dδ) −−−−→
δ→0+

0.

Next, we perform a similar construction from the one in the previous case, but
this time we define

Ei
def.=

{
x = (x ′, xd ) ∈Rd : 〈ξi , x〉 > δ/2, |xd | ≤ 1

}
\ Dδ,

where δ will be chosen later in order for the mass σ̄(Dδ) to be small enough.
As in Case 1 we can define

F1
def.= E1, Fi = Ei \ Fi−1, F0

def.= Rd \

(
N⋃

i=1
Fi

)
and the measures

σ̄i
def.= σ̄ Fi , ν̄i

def.= [
projd

]
]σ̄i , for i = 0, . . . , N

so that in particular we have that σ̄=
N∑

i=0
σ̄i and ν̄=

N∑
i=0

ν̄i . In particular, each ν̄i

is rectifiable being written as ν̄i = θi H 1 [−ed ,ed ], and it holds that
N∑

i=0
θi = θ.

One again, we consider a Lebesgue point s̄ of all densities θi and ε0 small
enough so that for any ε< ε0 the equivalent of (3.24) holds for all i = 1, . . . , N .
We also recall the sets of indexes I1 and I2 from (3.23), distinguishing the ones
with positive density, θi > 0 for i ∈ I1 and θi = 0 for i ∈ I2. Given the value of ε
we can choose δ small enough to have

σ̄(Dδ) ≤ ε2.

Finally, we construct the better competitor. For the indexes i ∈ I2, we send
all the mass of σ̄i onto a Dirac mass concentrated at

yε
def.= (s̄ +ε)ed , with total mass mε

def.= ∑
i∈I2

σ̄i (C i
ε).

But for i ∈ I1, notice that δ = δ(ε), and if for instance ε¿ δ, we can proceed
as in Case 1 and transport σ̄i to a segment perpendicular to ed , instead of
transporting them to ν̄i . As for the mass of σ̄0, we project it onto the newly
added structure.

Since we do not have much information on the measures σ̄i we cannot ensure
this is the case. Instead, we let Ni be the smallest integer such that

`i (ε)
def.= α

Ni
σ̄i (C i

ε) ≤ δ

2
.

Therefore, we can transport Ni copies of the measure σ̄i ,Ni = 1

Ni
σ̄i to the

measures α−1H 1 Li , j uniformly distributed over the segments Li , j
def.= s̄ +

[0,`i (ε)]ξi , j . Here
(
ξi , j

)Ni
j=1 are directions chosen in such a way that Li , j only

intersect at their base point and such that
〈
ξi ,ξi , j

〉> 1/2 for all j = 1, . . . , Ni .
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Defining Γ def.= ⋃
j=1,...,Ni
i=1,...,N

Li , j , the new competitor then becomes

ν′ def.= mεδyε +
N∑

i=1

Ni∑
j=1

α−1H 1 Li , j +
[
projΓ

]
]ν̄0.

As a result, we can estimate the gain in transportation distance in a similarly
to Case 1 as

W p
p (σ̄0, ν̄0)−W p

p (σ̄0,ν′) ≥W p
p (σ̄0, ν̄0)+ ∑

i∈I2

ˆ
C i
ε

{|x − yε|p −|x −projd (x)|p}
dσ̄i

+ ∑
i∈I1

Ni∑
j=1

{
W p

p

(
1

Ni
σ̄i C i

ε,α−1H 1 Li , j

)
− 1

N
W p

p

(
σ̄i C i

ε, ν̄i C i
ε

)}
.

The first term is a o(ε2) since

W p
p (σ̄0, ν̄0) ≤ δpσ̄0(Dδ) ≤ δpε2,

and δ(ε) → 0 as ε→ 0. The same is true for the first sum, since by definition for
all i ∈ I2 it holds that σ̄i (C i

ε) = o(ε) and p ≥ 1. Finally, by the estimations done
in Case 1, each of the terms inside the double sum are bounded from below by
a term of the form Cε2 with C > 0.

Summing up all these contributions, we obtain the bound

W p
p (σ̄0, ν̄0)−W p

p (σ̄0,ν′) ≥Cε2 +o(ε2),

but as by construction the new competitor ν′ satisfies the constraints of F , we
see that for ε small enough it strictly improves its value. This contradicts the
minimality of ν̄ and the entire construction, meaning that Σ can not have loops
in Case 2 either. �

Appendix A. Appendix: technical proofs of the localization/blow-up
argument

In this appendix we give the technical proofs of Lemma 3.2 and Thm. 3.3,
which are strongly inspired on the arguments from [5]. We recall that as
throughout Section 3 ν? is a fixed minimizer of the relaxed problem and α

def.=
L(ν?).

Lemma A.1. The localized measure νn solves the following minimization prob-
lem

(A.1) min

W p
p (σn ,ν′) :

there is Σ′ ∈A2 such that

ν′ ∈M+(Σ′), ν′ ≥α−1H 1 Σ′,
Σn ∪Σ′ is connected,

ν′(B1(0)) = ν?
(
Σy0,rn

)

 .

Proof. Let γ be the optimal transportation plan between %0 and ν?. Recall the
notation

Σy0,rn

def.= Σ∩Brn (y0) and Σn
def.= Σ\ Brn (y0).
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By construction both sets are connected, and define the new transportation
plan

γ̃
def.= γ Rd ×Σn +γ′,

where γ′ is optimal between %n and ν′. Then the new competitor ν̃ def.= (π1)]γ̃ is
such that L(ν̃) ≤L(ν?), and the optimality of ν? gives thatˆ

Rd×Σn

|x − y |p dγ+
ˆ
Rd×Σy0,rn

|x − y |p dγ≤
ˆ
Rd×Σn

|x − y |p dγ+
ˆ

|x − y |p dγ′

Giving that W p
p (%n ,νn) ≤W p

p (%n ,ν′) for all ν′ admissible.
But we need to test the optimality of νn for the transport with initial measure

given by σn. The latter was constructed to be a geodesic interpolation between
%n and νn, see for instance [15, Thm. 5.27]. As such, it holds that

Wp (%n ,σn)+Wp (σn ,νn) =Wp (%n ,νn)

≤Wp (%n ,ν′) ≤Wp (%n ,σn)+Wp (σn ,ν′),

where above we have used the optimality of νn for the transport with %n and
the triangle inequality. Canceling the terms Wp (%n ,σn) the result follows. �

In the sequel, we prove Thm. 3.3. In fact, problem (A.1), and consequently
the functionals Fn and F , have been modified from their counterparts in [5] in
order to simplify the Γ-convergence result that follows. Whereas the formu-
lation in [5] was chosen to be as general as possible; here we intend to show
how we can facilitate greatly this proof by considering perturbations that are
connected.

Theorem A.2. The family (Fn)n∈N converges to F in the sense of Γ-convergence,
for the topology of weak-? convergence of Radon measures.

Proof. Let us start with the Γ− liminf, so consider a sequence
(
ν′n

)
n∈N con-

verging in the narrow topology to ν′, and such that liminfn→∞ Fn(ν′n) <+∞, so
we can assume that for each n ∈N there is a set Σ′

n such at most 2 connected
components such that

Σ′
n = suppν′n , Σ′

n ⊂ B1(0), αν′n ≥H 1 Σ′
n .

Since Σ′
n ⊂ B1(0), we can apply Blaschke’s Theorem assuming that Σ′

n
dH−−−−→

n→∞
Σ′, up to a not relabelled subsequence. The limit Σ′ also has at most 2 connected
components; and applying Gołąb’s Theorem to ν′ restricted to each connected
component it holds that

αν′ ≥H 1 Σ′ and ν′ ∈M+(Σ′).

In addition, recall that by the construction from Lemma 2.5

Σn − y0

rn
∩∂B1(0) = {y1,n , y2,n} = Σy0,rn − y0

rn
∩∂B1(0).

Since
Σy0,rn − y0

rn
converges to [−τ,τ] we must have that yi ,n −−−−→

n→∞ (−1)iτ for

i = 1,2. But since Σ′
n ⊂ B1(0), the only way it is connected to

Σn − y0

rn
is if it
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contains at least one of yi ,n, or both if it has two connected components. We
then conclude that at least one of −τ,τ belong to Σ′.

As a result, ν′ is in the domain of F and from the lower semi-continuity of
the Wasserstein distance we get that

F (ν′) =W p
p (σ̄,ν′) ≤ liminf

n→∞ W p
p (σ̄n ,ν′n) = liminf

n→∞ Fn(ν′n).

Γ-limsup: The strategy to prove the limsup is based on three steps: first
we renormalize ν′ to satisfy the mass constraint in Fn, which may break the
condition αν′n ≥H 1 Σ′, so we shrink the support to satisfy it again. Assuming
that Σ′ has two connected components Σ′

1,Σ′
2, we translate the mass of each of

their shrunk versions so that it is connected to
Σn − y0

rn
. Since some parts of

the support may get out of B1(0), we project the residual mass onto B1(0).
Let us construct a recovery sequence (ν′n)n∈N. By the constraint that Ty0Σ∩

∂B1(0) ⊂ Σ′, the unit vectors ±τ must be contained in each of the connected
components Σ′

1,Σ′
2. It is also possible that one of them is just a singleton

±τ and only the other has positive length, or that Σ′ has only one connected
component which contains both, but the following argument works for both
cases with straightforward adaptations. By the Kuratowski (even Hausdorff)
convergence of Σy0,rn towards [−τ,τ], for each i ∈ I , there exists a sequence
(yi ,n)n∈N such that yi ,n ∈ Σy0,rn for each n ∈ N, and yi ,n → (−1)iτ. We then
define:

an
def.= ν?(Σy0,rn )

2rnθ1(ν?, y0)
, and sn

def.= max(1, a−1
n ),

noting that an → 1 and sn → 1, and we introduce the map Tn,

Tn(y)
def.= (y + (−1)i+1τ)/sn + yi ,n , if y ∈Σ′

i

The map Tn shrinks each connected component Σ′
i and translates it to the cor-

responding yi ,n ∈Σy0,rn . It follows that

Σn − y0

rn
∪Tn

(
Σ′)

is connected, but not necessarily contained in B1; so we project it onto it and
preserve connectedness. To perform this operation, let projB1

denote the pro-
jection onto the closed unit ball and define

ν′n
def.= (projB1

◦Tn)
]
(anν

′) and Σ′
n

def.= (projB1
◦Tn)(Σ′).

Let us check that ν′n converges to ν′ in the narrow topology. For y ∈Σ′
i ,

|y −Tn(y)| ≤ |y |(1−1/sn)+|(−1)i+1/sn − yi ,n | −−−−−→
n→+∞ 0.

By the dominated convergence theorem, we get that for any φ ∈Cb(Rd ),
ˆ
φdν′n = an

ˆ
Σ′
φ

(
projB1

◦Tn(y)
)

dν′(y) −−−−−→
n→+∞

ˆ
Σ′
φ

(
y
)

dν′(y)

so that ν′n −−−−−*
n→+∞ ν′ in the narrow topology.
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Let us now check the constraints in Fn. From the properties of image mea-
sures, we see that the mass of ν′n is concentrated in Σ′

n ⊂ B1(0) which is such
that

Σn − y0

rn
∪Σ′

n ,

is connected by the previous arguments, and we also have

ν′n(B1(0)) = anν
′(Rd ) = ν?(Σy0,rn )

rn

so that ν′n has the mass prescribed by Fn.
It only remains to show that is satisfies the density constraints, take any

non-negative φ ∈Cb(Rd ),

α

ˆ
Rd
φdν′n =αan

ˆ
Σ′
φ

(
projB1

◦Tn(y)
)

dν′(y)

≥ an

ˆ
Σ′
φ

(
projB1

◦Tn(y)
)

dH 1(y)

= an sn

ˆ
Σ′

n

φ
(
projB1

◦Tn(y ′)
)

dH 1(y ′) ≥
ˆ
Σ′

n

φdH 1.

It follows that αν′n ≥H 1 Σ′
n and we conclude that Fn(νn) <∞, for all n ∈N.

By the continuity of the Wasserstein distance with respect to the narrow
convergence (provided the measures are supported in some common compact
set), we have that:

Fn(ν′n) −−−−→
n→∞ F (ν′).

The Γ-convergence follows.
�
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